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ABSTRACT Wrist-worn inertial measurement units have emerged as a promising technology to passively
capture dietary intake data. State-of-the-art approaches use deep neural networks to process the collected
inertial data and detect characteristic hand movements associated with intake gestures. In order to clarify
the effects of data preprocessing, sensor modalities, and sensor positions, we collected and labeled inertial
data from wrist-worn accelerometers and gyroscopes on both hands of 100 participants in a semi-controlled
setting. Themethod included data preprocessing and data segmentation, followed by a two-stage approach. In
Stage 1, we estimated the probability of each inertial data frame being intake or non-intake, benchmarking
different deep learningmodels and architectures. Based on the probabilities estimated in Stage 1, we detected
the intake gestures in Stage 2 and calculated the F1 score for each model. Results indicate that top model
performance was achieved by a CNN-LSTM with earliest sensor data fusion through a dedicated CNN
layer and a target matching technique (F1 = .778). As for data preprocessing, results show that applying a
consecutive combination of mirroring, removing gravity effect, and standardization was beneficial for model
performance, while smoothing had adverse effects. We further investigate the effectiveness of using different
combinations of sensor modalities (i.e., accelerometer and/or gyroscope) and sensor positions (i.e., dominant
intake hand and/or non-dominant intake hand).

INDEX TERMS Accelerometer, deep learning, intake gesture detection, gyroscope, wrist-worn.

I. INTRODUCTION
Advances in mobile sensor technologies have enabled novel
forms of dietary assessment. While dietary assessment was
traditionally carried out exclusively using active methods for
capturing food intake based on human effort to collect data
(e.g., 24-hr recalls, food records), passive capture methods
aim to reduce burden on individuals associated with col-
lecting dietary data by using a range of different sensor
technologies (e.g., inertial measurement units, microphones,
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and video cameras). Sensor technologies have the potential
of complementing active capture methods for quantifying
food intake [1] (e.g., by verifying intake activities, prompting
human capture).

In recent years, the wrist-worn Inertial Measurement
Unit (IMU) has emerged as a promising technology for
sensor-based passive capture of food intake [2]–[4]. Mounted
to the wrist, triaxial accelerometers and gyroscopes embed-
ded in IMUs can be used to detect characteristic hand
movements associated with eating and drinking (e.g., intake
gestures, such as raising a fork or cup). In particular, triaxial
accelerometers in IMUs measure changes in speed and

164936 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0002-9824-5828
https://orcid.org/0000-0003-2282-8178
https://orcid.org/0000-0002-6036-4282
https://orcid.org/0000-0003-0026-5423


H. Heydarian et al.: Deep Learning for Intake Gesture Detection From Wrist-Worn Inertial Sensors

TABLE 1. Related research on intake gesture detection using wrist-worn inertial sensors with deep learning.

direction of the wrist, while the gyroscope measures the rota-
tion rate of these movements. Further, wrist-worn IMUs are
readily available in professional grade self-contained devices
(e.g., Movisens, XSens) or smartwatches (e.g., Apple Watch,
Samsung Gear).

While early approaches for detecting intake activities from
wrist-worn IMUs primarily relied on traditional machine
learning methods (e.g., support vector machines, random
forests) [4], recent research has started to apply deep learning
architectures [5], [6]. However, to the best of our knowledge,
only seven studies have so far utilized deep learning for
this purpose (Table 1). Hence there is a need for further
research to leverage its full potential. As such, it is an open
question whether data preprocessing supports deep learning
models and what different sensor modalities (e.g., accelerom-
eter and/or gyroscope, left and/or right hand) and sensor

configurations (e.g., sampling rate) contribute to achieve high
performance. Understanding the impact of sensor modalities
and configurations is important in settings where there can
be constraints on (1) the number of sensors and devices,
(2) energy consumption in data collection over extended
periods of time, particularly in low-income countries [7], and
(3) users’ acceptance towards wearing sensors on both hands.
Given the different approaches in data preprocessing, it is
currently not clear which data preprocessing steps achieve
high model performance.

The current paper addresses this research gap by reviewing
the existing deep learning models for detecting intake ges-
tures from inertial sensors [5], [6], [8]–[11] and, based on this,
proposing our own solution to this problem. In this process,
we benchmarked our proposed model against existing mod-
els and clarified the impact of different data preprocessing
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steps and sensor modalities on model performance. Our main
contributions are as follows:

(1) Large-scale Dataset: We conducted a laboratory
study and collected accelerometer and gyroscope data on
both hands from 100 participants (sampling rate: 64 Hz).
Data were annotated and cross-checked by two independent
annotators.

(2) Proposed Model and Benchmarking: We propose a
new model that achieved better performance (F1 = .778)
compared to current state-of-the-art deep learning models for
detecting intake gestures based on inertial data, using our
novel large-scale dataset. We used an effective way to fuse
data (i.e., earliest sensor data fusion) from different sensor
modalities (i.e., accelerometer and/ or gyroscope) and sensor
positions (i.e., dominant intake hand and/ or non-dominant
intake hand) and introduce a novel method to match the
labels with input data (i.e., target matching technique) in the
processes of training and evaluation more precisely.

(3) Data Preprocessing: Previous research has engaged
various different data preprocessing steps, raising the ques-
tion as to what the impact of each individual data prepro-
cessing step is on model performance. We clarify the impact
of data preprocessing approaches (i.e. mirroring, remov-
ing gravity effect, smoothing, and standardization) for deep
learning models. Results demonstrated that while the com-
bination of mirroring, removing gravity effect, and stan-
dardization improved model performance, smoothing was
detrimental.

(4) Sensor Modalities and Sensor Positions: Given the
multi-modal nature of the data (i.e., left and right hands,
accelerometer and gyroscope), we evaluated the impor-
tance of the different modalities (e.g., only accelerome-
ter, only gyroscope, only dominant intake hand, and only
non-dominant intake hand). Results show that the proposed
model using gyroscope data only (F1 = .771) outperforms
the same model using only accelerometer data (F1 = .682).
Finally, this is one of the first studies that collected iner-
tial data from both hands to train deep learning models.
Results confirm that models including data from both hands
(F1 = .778) yield a 19% increase in performance compared
to a model using data from the dominant intake hand only
(F1 = .654).
The remainder of this paper is organized as follows.

Section II provides a brief introduction of deep learning and
its application in human activity detection and, more specifi-
cally, in the field of intake gesture detection. It then discusses
the literature in the domain of automatic dietary monitoring
using wrist-worn inertial sensors with deep learning and the
common data preprocessing steps used. Section III introduces
the implemented methods, including our data preprocessing
pipeline and proposed model, along with other models for
comparison purposes. In Section IV we discuss our dataset
and explain the process of data collection in our study. Results
of experiments are then presented, with comparisons made in
Section V and finally discussion and conclusions are drawn
in Section VI.

II. RELATED RESEARCH
A. FOUNDATIONS OF INTAKE GESTURE DETECTION
An intake gesture refers to a hand-to-mouth gesture associ-
ated with dietary intake (e.g., raising a cup to drink or a fork
to eat). By contrast, an intake activity refers to eating and/or
drinking activities that comprise a continuous sequence
of individual intake gestures during an eating occasion
(e.g., a meal or snack). Detecting intake gestures is typically
a prerequisite for the detection of intake activities [4]. In this
paper, inertial data refers to wrist movement data collected
from tri-axial accelerometers and gyroscopes (each recorded
on x, y, and z axis at a certain sample rate frequency, here:
64 Hz).We refer to accelerometers and gyroscopes as sensor
modalities and the position of the sensor on the left and right
wrists as sensor positions. Further, we refer to a sensor data
point as a frame and a frame of an intake gesture as an intake
frame.

When using machine learning for intake gesture detection,
the collected data is commonly segmented into windows of a
particular length (e.g., 2 seconds) in order to create temporal
input data for the model [4]. One of the widely-used data
segmentation approaches applied in the current work is the
sliding window technique [12]. In this approach a window of
a certain length moves over frames, where the frames within
the window create a unit of sequential data (referred to as a
temporal element). The last framewithin a window is referred
to as the target frame. Temporal elements are used to train,
validate, and test a machine learning model.

B. DEEP LEARNING
Deep learning, also known as deep neural networks (DNNs),
refers to artificial neural networks with multiple hidden
layers of non-linear information processing, where each
layer uses the output of previous layer as the input [13].
Convolutional Neural Networks (CNNs) are a specific type
of DNN designed to automatically learn features from data
with a coherent spatial structure. They are often used to avoid
hand-crafted or heuristic features [14]. Recurrent Neural Net-
works (RNNs) are DNNs with additional self-connections
suitable for processing sequential data [15]. Long Short-Term
Memory (LSTM) is a type of RNN that provides an addi-
tional gating mechanism to remember information selec-
tively [16]. Intake gesture and activity detection can be cat-
egorized as a specific type of Human Activity Recognition.
Deep learning approaches have widely been utilized in the
field of human activity recognition using wearable sensors
(e.g., [17]–[21]). While deep learning may be able to uncover
features tied to complex body motions, the combination of
CNN and LSTM in particular has shown advantages in this
field [18].

C. MACHINE LEARNING FOR DETECTING INTAKE
GESTURES
A recent systematic review identified that up to January 2019,
the majority of studies using inertial sensor data for intake
gesture and activity detection employed traditional machine
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learning approaches [4]. The majority of existing studies
used Support Vector Machine (SVM, 21 studies), Random
Forest (19 studies), Decision Tree (16 studies), rule-based
algorithms (11 studies), Hidden Markov Model (HMM, ten
studies) [4], and K-nearest neighbors (KNN, nine studies).
Naive Bayes was used mostly for benchmarking purposes
(11 studies). Deep learning has only been used in seven
studies [5], [6], [8]–[11], [22] to date. Six of these seven
models employed LSTM.

The existing approaches for intake gesture detection from
inertial sensor data can be divided into two groups based
on the utilization of temporal context in sequential data.
Approaches such as KNN and SVM do not take into account
the temporal aspect of data. In contrast, approaches such as
HMM and LSTM consider previous data frames to predict
the state of the current data frame. The latter group have
recently beenmore successful and gainedmore attention [23].
In the following, we provide an overview of the deep learning
approaches that have been applied in this context, including
an overview of the sensor modalities, and data preprocessing
that they considered.

D. DEEP LEARNING FOR DETECTING INTAKE GESTURES
Recent studies show that deep learning approaches, and
specially the combination of CNN and LSTM, are promising
in detecting intake activities. Table 1 provides an overview of
existing studies that have employed deep learning for intake
gesture detection from inertial sensor data. As can be seen
from the table, the current state-of-the-art approaches for
this context divide the model into two consecutive networks:
first a CNN to extract temporal features, then a LSTM to
learn the temporal patterns, where the LSTM uses the CNN’s
output as input. In the CNN, the number of layers varies
based on computational power capacity, size, and complexity
of input data. Whereas, in the LSTM, the existing stud-
ies commonly used one [10], [22] or two [5], [6] layers
based on the complexity of temporal patterns and the size of
dataset.

Kyritsis et al. [5] employed an SVM for modeling
sub-gestures, whose output was fed to a LSTM network
to model the temporal context of inertial data. The LSTM
served as a replacement for a HMM used in a previous
study [24]. In a later study [10], the authors replaced the
SVM with a CNN as part of an end-to-end network to
detect intake gestures without using sub-gesture labels. This
approach was later enhanced in their later study [6] by taking
advantage of their more detailed labelling system at the sub-
gesture level. Papadopoulos et al. [11] trained a deep network
using standard learning techniques (supervised learning) and
then fine-tuned the pre-trained model to a new person. The
fine-tuning step was done using unlabeled samples of the
new person (unsupervised learning). While six of the deep
learning studies used data collected from lab settings, Kyritsis
and colleagues [22] recently investigated detecting intake
events from data collected in different free-living settings
using a combination of CNN and LSTM.

E. DATA PREPROCESSING
Existing studies have applied a range of different data
preprocessing steps before the data was fed into the deep
learning model. The most common steps include (1) smooth-
ing (median filter [5], [6], moving average filter [9], [22]),
(2) removing the earth’s gravitational effect on accelerom-
eter data (quaternion representation calculated using Madg-
wick’s algorithm [5], high-pass FIR filter [6], [10], [22]), and
(3) standardizing the values [6], [10]. However, as shown
in Table 1, there is currently no unified approach to data
preprocessing and a range of different methods is applied in
different studies.

Further, in addition to the three steps discussed above
(smoothing, removing gravity effect, standardizing), mirror-
ing is an additional data preprocessing step that some recent
research applied before the other steps [22], [25]. Mirroring
enables researchers to transform data by flipping left to right
and vice versa [25]. This may be helpful to achieve data
uniformity, for instance, to uniform inertial data into domi-
nant vs non-dominant intake hand and account for situations
where some subjects are left-handed while other subjects are
right-handed. Importantly, there has been no research on the
effectiveness of the data preprocessing steps of (1) mirroring,
(2) smoothing, (3) removing gravity, and (4) standardization
in increasing the performance of deep learning models. In the
current paper, we address these gaps. 1

III. METHODS
In order to detect intake gestures, we adopted a two-stage
approach as shown in Fig. 1 (see [6], [27] for a similar
approach). In Stage 1, we estimated the state probability of
each frame being an intake frame. In Stage 2, we detected the
intake gestures by finding the peaks in the probabilities that
were higher than a certain threshold, and at least 2 seconds
apart. In the following section, we provide detailed descrip-
tions of the data preprocessing steps that we applied, the data
segmentation approach that we implemented, our proposed
deep learning model along with a baseline model and a
benchmark model that we used for the frame-level intake
detection in Stage 1. We also introduce our earliest sensor
data fusionmethod through a dedicated CNN layer and target
matching technique as a part of the proposed model. This
section ends with a detailed description of the gesture-level
intake detection in Stage 2.

A. DATA PREPROCESSING
In order to investigate the influence of data preprocessing
on model performance, the current method contains differing
implementations for the four different data preprocessing
steps discussed above and as shown in Fig. 1 (i.e., mirroring,
removing gravity effect, smoothing, and standardization).
The details of each of these four steps are introduced in the
following section.

1The Move 3 (G) version of the Movisens Move 3 additionally contains
gyroscope (https://www.movisens.com/en/products/activity-sensor-move-3).
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FIGURE 1. Inertial data composition, data preprocessing, data segmentation, and the two-stage approach for intake gesture detection.

FIGURE 2. Axes and rotations of accelerometer and gyroscope sensors on
the left and right wrists.

1) MIRRORING
Sensor data corresponds to the sensor’s internal coordinate
system. To mirror acceleration data horizontally, we flipped
the sign for the x axis, which corresponds to the horizontal
direction (see Fig. 2). We also flipped the signs for x and
y axis to compensate for the difference in sensor orientation
between left and right wrist in our experiments2 (see [22] for
a similar approach). Combined, this yields the transformation[

a′x , a
′
y, a
′
z

]
=
[
−(−ax),−ay, az

]
=
[
ax ,−ay, az

]
For the gyroscope data, we flipped the signs of the y and
z axis to mirror rotations horizontally; as before, we also
flipped the signs for x and y axis to compensate for different

2We deliberately decided for the sensor orientation shown in Fig. 2 to
ensure that all participants wear the sensors uniformly. Specifically, par-
ticipants were instructed to wear the sensor such that they were able to
read the label on the sensor. Another approach would have been to wear
the sensors in the same direction which changes the mirroring formula
for accelerometer to

[
a′x , a

′
y, a
′
z

]
=

[
−ax , ay, az

]
and for gyroscope to[

g′x , g
′
y, g
′
z

]
=

[
gx ,−gy,−gz

]
.

sensor orientations. This yields[
g′x , g

′
y, g
′
z

]
=
[
−gx ,−(−g)y,−gz

]
=
[
−gx , gy,−gz

]
Mirroring the sensor data horizontally (i.e., transforming data
from left wrist as if it had been recorded on right wrist
and vice versa) can be useful in several ways. For example,
it allows achievement of data uniformity by transforming all
dominant hands to be right hands, and all non-dominant hands
to be left hands. It can also be used for data augmentation,
similar to horizontal flipping when working with 2D images.
In this study, we usemirroring to uniform input data into dom-
inant vs non-dominant intake hand. To achieve this, wemirror
the data of the left-handed participants to match them to the
right-handed participants.

2) REMOVING THE GRAVITY EFFECT
Because of the Earth’s gravitational force, the acceleration
signal reflects (1) the acceleration due to the wrist movements
of interest, and (2) the acceleration caused by earth’s gravity.
Removing the effect of gravity could potentially improve
model performance, because the model does not need to learn
this additional complexity by itself.

In order to remove the effect of the earth’s gravitational
field on the acceleration, we estimate a quaternion that repre-
sents the sensor’s orientation relative to the earth by using
sensor fusion of accelerometer and gyroscope via Madg-
wick’s algorithm [28]. We use this quaternion to rotate the
acceleration vector and then subtract the gravity vector. Since
the chosen approach accounts for small errors in the sensor
data, this step is operationalized before smoothing to avoid
information loss. In the Supplemental Material, we provide
a pseudo-code listing of the used algorithm along with a
reference to the original article with the full derivation of the
underlying formulas.

3) SMOOTHING
We compared a range of different smoothing methods. This
includes the median (used in [5], [6]), and moving average
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FIGURE 3. Effect of different smoothing approaches of gravity-removed
accelerometer data from an intake gesture.

(used in [9]) filters that have been applied in prior works as
well as a 5th order Savitzky-Golay filter [29] that has not
been applied in this context so far. Based on our experiments,
median filter with a window size of five frames outperformed
other smoothing methods on our 64 Hz data. The general
purpose of smoothing is to remove noise associated with
short-term fluctuations in the sensor data (e.g. slight wrist
tremor, technical sensor limitations) [30]. Fig. 3 illustrates the
effect of different smoothing approaches on gravity-removed
accelerometer data.

Through running multiple experiments with smoothing
filters of different sizes, it was noted that choosing bigger
smoothing filters distorts the data and reduces model perfor-
mance. Therefore, we chose window sizes of three and five
frames for median filter, five and nine frames for moving
average3 filter and seven frames for Savitzky-Golay filter to
minimize the distortion effect of these filters, while they still
retain the smoothing effect.

4) STANDARDIZATION
Following the common standardization process, the mean of
the signal was deducted and divided by its standard deviation
(see [6], [10] for a similar approach). This step is done
separately for each participant and each of the 12 possible
channels, that is, for each axis (x, y, and z) for each modality
(accelerometer, gyroscope) and hand (left, right). This makes
sure that all sensor data is unitless, using the same scale.
Further, it may mitigate potential between-subjects variance
due to interpersonal differences in wrist movements.

B. DATA SEGMENTATION
A temporal element is a sequence of frames to be fed to
the model. Similar to [27], [31], [32], we employed a fixed
overlapping sliding window [12] with a two second window
size and a one frame step size, which allows to include
the maximum number of temporal elements in the training
data. Considering each sensor modality produces three values

3The moving average filter introduces a delay between the smoothed data
and the activity labels. This delay is equal to half the filter size, rounded
down (i.e., for a window size of nine frames the delay is four frames). Hence,
we moved forward the filter’s output by half the window size.

per reading (x, y, and z axis) and the 64 Hz sampling rate,
each temporal element comprised a two-dimensional matrix
consisting of 128 frames. Thereby, each frame contained
three, six, or twelve values depending on what sensor modal-
ities (accelerometer and/or gyroscope) and sensor positions
(one or both hands) were considered in the model.

C. STAGE 1: DEEP LEARNING MODELS FOR FRAME-LEVEL
INTAKE PROBABILITY ESTIMATION
Based on the current state-of-the-art of deep learning for
intake gesture recognition, we implemented and compared
the following models: (1) A CNN model as a baseline, (2) an
adaptation of Kyritsis’s model [6] as a benchmark, and (3) our
proposed CNN-LSTM model. Table 2 provides an overview
of the specifications of the three models. These models
to classify frames according to our binary classification
(i.e., intake vs non-intake), yielding probabilities of each
frame being an intake or non-intake frame.
Training configuration: We used cross-entropy for loss

calculation and the Adam optimizer for training. The dataset
is naturally imbalanced as it contains more non-intake frames
than intake frames. To correct this, we scaled the minibatch
loss (see [27] for a similar approach). Based on experiments,
we found that the proposed and baseline models performed
best using an exponentially decaying, rather than a constant,
learning rate. In particular, we used a learning rate starting at
3e-4 and decaying at a rate of 0.93 per epoch until it remains
constant at 2e-7.4 We also ran experiments to compare dif-
ferent batch sizes for input data (32, 64, 128, 256 and 512),
which showed that a batch size of 256 performed best. All
the above decisions were based on model performance on the
validation set. To measure performance in Stage 1, we used
unweighted average recall (UAR) of the classification cate-
gories. We evaluated the performance of each model based
on UAR of intake and non-intake classification categories at
the frame level and kept the ten best instances of each model.

1) BASELINE: CNN MODEL
As a baseline, we implement a CNNmodel (see e.g. [9]). The
baseline model contains seven one-dimensional CNN layers
with 64 filters in the first and second layers, 128 filters in
the third and fourth layers, 256 filters in the fifth and sixth
layers and 512 in the last CNN layer. There was amax pooling
layer after each CNN layer. The model ends with a flatten
and a fully connected layer with two units for the binary
classification. The size of filters is kept to 6 in CNN layers.
Therefore, the model considers the temporal context of data
by extracting features from sequences of frames.

2) BENCHMARK: KYRITSIS’S MODEL
As a benchmark, we implemented an adaptation of the model
proposed by Kyritsis et al. [6]. Thereby, there are two impor-
tant differences between the dataset in the present work and

4The original work by Kyritsis et al. [6] used a constant training learning
rate at 1e-3. Therefore, we implemented two variants of this model, one with
the original constant learning rate and one with the described exponentially
decaying learning rate.
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TABLE 2. Overview of the parameters and specifications of the models.

the dataset used in the original work. First, the sampling
frequency is 64 Hz in the current work, while it was 100 Hz
in the original work. This was addressed by setting the size
of convolutional filters in the CNN to 6 instead of 10 so
it still corresponded to approximately 0.1 of a second of
sequential input data. Second, the current dataset does not
include labels of sub-gestures. In the original work, the CNN
was separately trained using sub-gesture labels to produce
a sub-gesture probability distribution that is inputted to the
LSTM [6]. Hence, because our dataset does not include
labelling for sub-gestures, we trained the entire CNN-LSTM
in one step. Adding sub-gesture labels may improve the
model performance.

3) PROPOSED MODEL
The proposed model contains a four-layer CNN for feature
extraction and a two-layer LSTM to find the temporal patterns
(see Fig. 1, Stage 1). The activation function in all CNN
layers is ReLU. Each CNN layer contains 128 filters, while
the filter shifts one frame at a time. Filter sizes in the first to
last layers are one, three, five, and seven, respectively. The
features learned by the CNN layers are used as input by the
LSTM layers. The proposed model contains two LSTM lay-
ers.5 Each LSTM layer contains 64 units, uses the hyperbolic
tangent activation function, applies the sigmoid function for
the recurrent step and returns the full sequence to the output.
What distinguishes our model from existing ones are the
proposed (1) earliest sensor data fusion through a dedicated
CNN layer and (2) target matching technique, as described
below.
Earliest sensor data fusion through dedicated CNN layer:

We used a CNN layer with filter size one as the first CNN
layer. Setting the filter size to one means that this layer
considers only one frame at a time, which consists of the
sensor input for that frame (i.e., twelve values from tri-axial
accelerometers and gyroscopes on both wrists). Therefore,
this layer is intended to specialize in fusing the features
from different channels and sensors, without considering the
temporal context. In contrast, the following CNN layers have
filter sizes greater than one and hence specialize in learning
from the temporal context.
Target matching technique: When convolving a sequence

with a filter of size greater than one (without padding),
the length of the resulting sequence will be shortened. Our
targetmatching technique adjusted the label sequence accord-
ingly. In the current study (64 Hz sample rate, 2 seconds
window), the length of the temporal element is 128. If we
count indices starting from one, the index of the target frame
is 128 initially. It remains 128 after the first layer. The next
three CNN layers apply filters with filter size three, five, and
seven in ascending order. Therefore, the size of the tempo-
ral element shrinks to 126, 122, and at last 116. Since the
filters shrink the temporal element from both sides equally,
the index of the target frame changes to 127, 125, and at
last 122. As Fig. 4 illustrates, our target matching algorithm
calculates the index of the target frame and adjusts the index
of target label accordingly. Target label is the last element of
the corresponding label sequence that is relevant for model
prediction.

D. STAGE 2: GESTURE-LEVEL INTAKE DETECTION
For each model, the algorithm in Stage 2 finds local maxima
based on the frame-level probabilities estimated in Stage 1
(see [5], [6] for a similar approach). The algorithm performs
a maximum search on the probabilities above a minimum
probability acceptance threshold. This threshold is estimated
separately for each model by finding the value that optimizes

5We ran several experiments with LSTM, bidirectional LSTM, as well as
Gated Recurrent Units (GRU), and different numbers of layers. We chose the
present model based on its performance.
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FIGURE 4. Illustration of the proposed target matching technique with
the temporal element passing through CNN layers (Stage 1).

model performance on validation set. Local maxima that are
at least two seconds apart from the previous local maximum
are detected as intake gestures. Thereby, we utilized the
evaluation scheme of Kyritsis et al. [6] (see Fig. 1, Stage 2).
According to this scheme a true positive (TP) is the first
correct intake detection in a ground truth event. Further
detections within the same ground truth event count as false
positive type 1 (FP1). An intake detection that is not within a
ground truth event is a false positive type 2 (FP2). A ground
truth event that is not detected counts as false negative (FN).
Based on this, we calculated precision as the number of true
positives divided by number of all detections (i.e., TP, FP1
and FP2), and recall as the number of true positives divided
by the number of all ground truth events (i.e., TP and FN).
Using these calculations, We then calculated the F1 score
at the gesture level as the harmonic average of precision
and recall [27] (see Fig. 1). We first calculated the F1 score
on the validation set to identify the best instance for each
model as the representative instance of that model. Using
these representative instances, we then calculated theF1 score
on the test set to report the results.

IV. DATASET
We recruited 102 individuals through social media posts and
noticeboards at the University of Newcastle. We excluded
one participant due to a data collection error and another
participant because they did not provide consent to their
data being used by other researchers in subsequent studies.
Hence, the final dataset contained 100 individuals (69 male,
31 female). 24 participants did not report their dominant
intake hand. For these participants, the dominant intake
hand was identified by inspecting the video recordings.
The study was approved by the University of Newcas-
tle Human Research Ethics Committee (approval number
H-2017-0208).

A. DATA COLLECTION SETUP
Data was collected from both hands usingwrist-worn tri-axial
accelerometers and tri-axial gyroscopes at a sampling rate
frequency of 64 Hz (Movisens Move 3 G). Fig. 2 shows the

FIGURE 5. Data collection setup including wrist-worn sensors for four
participants and video camera in the center of the table.

axes and rotation direction of inertial sensors used on the left
and right hands. The data collection setup included a group
setting of four participants who each individually consumed
a standardized meal of lasagna, bread, yogurt, and water
(no shared dishes). However, some sessions were conducted
with two or three participants due to participant availability.
Fig. 5 shows the data collection setup.

B. GROUND TRUTH AND DATA LABELING
Ground truth was established by video recording the experi-
ments using a 360-degree camera (see Fig. 5) with a clapping
method [5] used to synchronize inertial data from different
sensor positions (right and left hands) and ground truth.
Two research assistants annotated the collected data and
cross-checked each other’s work as a quality check.

C. DATASET SPLITS
We randomly split the dataset of 100 participants into a
training set of 61 participants, validation set of 20 partici-
pants, and test set of 19 participants. The training set was
used to train the models (Stage 1). The validation set was used
to evaluate the trained models (Stage 1). It was also used to
calculate the minimum probability acceptance threshold, and
to select the best instance of each model (Stage 2). To rule
out that comparisons are biased towards a particular model,
the test set was only used to report the results on unseen data
(Stage 2).

V. EXPERIMENTS AND RESULTS
In order to compare the effects of data preprocessing, sensors
modalities, and sensor positions, we calculate the F1 of the
corresponding model implementations as they perform on the
test set. Further, in order to statistically evaluate how different
models directly compare to each other, we use pairwise com-
parisons based on 500 bootstrapped samples. In other words,
we use bootstrapping to randomly create 500 samples of the
original test set. For each model implementation, we then (1)
calculate F1 scores for each of the 500 bootstrapped samples
and (2) run pairwise t-tests to directly compare individual
models. Because we use the exact same 500 random samples
on eachmodel implementation, we can directly compare their
performance. The results of the pairwise comparisons are
shown in Tables 3–6.
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TABLE 3. Effect of different data preprocessing combinations on the performance of the proposed model.

TABLE 4. Effect of different smoothing filters on the performance of the proposed model.

A. DATA PREPROCESSING
As can be seen in Table 3, the experiments indicate that
the best data preprocessing results can be achieved by com-
bining mirroring, removing the gravity effect, and standard-
ization. Of the different smoothing methods used in the
experiments (see Table 4), median filter (window size = 3,
F1 = .776) outperformed moving average filter (window
size = 9, F1 = .773) and Savitzky-Golay (window size = 7,
F1 =.766), while no use of smoothing achieved the best result
(F1 = .778).

Table 4 reveals more details on the effect of using
different smoothing filters (i.e., median, moving average,
and Savitzky-Golay) combined with other data preprocessing
steps on the performance of the proposed model.

B. SENSOR MODALITIES AND SENSOR POSITIONS
The proposed model was adapted for three-channel and
six-channel input data. Therefore, we were able to train
and test it with the best preprocessed data (i.e., mirrored,
gravity effect removed and standardized) from different
sensor modalities and sensor positions combinations listed
in Table 5.

C. TARGET MATCHING
To evaluate the impact of the target matching technique,
we also ran an implementation of the model without target
matching. The results show that the model without target
matching yields lower model performance (F1 = .733) than

the model with target matching (F1 = .733). Based on
pairwise comparisons of these two model implementations
using paired t-tests on 500 randomly generated samples from
the test set, we can confirm that the difference in model
performance is significant (p < .001).

D. MODEL BENCHMARKING
We implemented two variations of the benchmark model by
Kyritsis [6], namely one with the original constant learning
rate and one with the exponentially decaying learning rate
technique. Table 6 shows results of testing these two mod-
els along with the baseline and proposed models. However,
in this comparison it is important to note that in the original
work by Kyritsis [6] the CNN was trained separately using
sub-gesture annotations which are not available for our data.

E. WHERE DO THE MODELS STRUGGLE?
To identify limitations of the model to detect eating gestures,
we investigated (1) types of intake gestures the model strug-
gled to detect (false negatives, see Fig. 6) and (2) non-intake
hand gestures the model tended to detect as an intake event
(false positives, see Fig. 7).

In terms of false negatives, some types of intake events
were more difficult than others for the model to detect. This
could be because these intake events occur only occasionally
(e.g., licking finger, licking food from knife, or eating
with knife; see a-c in Fig. 6). Therefore, the model sees
less examples of these intake events through training.
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TABLE 5. Results of using different sensor modalities and sensor positions.

TABLE 6. Results of benchmarking against other models.

FIGURE 6. Examples of intake events causing false negatives in test set.

Another reason may be that some intake events can be per-
formed with shorter hand to mouth movements and therefore
may involve less hand gestures (e.g., moving head towards
food, or having multiple bites from a piece of bread; see d-f
in Fig. 6).

In terms of false positives, the hand gestures misclassified
as eating mainly pertain to two categories. The first cate-
gory refers to hand movements that occur when a participant
touches their face (e.g., nose, mouth, glasses, or forehead;
see a-f in Fig. 7). The second category contains hand move-
ments that happen when a participant delays an intake gesture
(e.g. due to a conversation or blowing the bite) or initiates but

FIGURE 7. Examples of hand gestures causing false positives in test set.

does not complete the intake gesture (e.g., because of food
being too hot or food falling off the cutlery; see g-i in Fig. 7).

Table 7 provides an overview of the recall levels achieved
for different intake categories (i.e., eat, or drink), hand
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TABLE 7. False negatives and true positives for different intake events.

involved (i.e., dominant, non-dominant, or both), and eating
utensil (i.e., spoon, fork, cup, hand, knife, or finger). Results
indicate that the least detected eating utensil were fingers
(Recall=.125) and knife (Recall=.333). In total, the number
of true positives, false negatives, false positives type 1, and
false positives type 2were 743, 194, 41, and 188, respectively.
Therefore, precision was.764 while recall was.793.

VI. DISCUSSION AND CONCLUSIONS
Using deep learning to detect intake gestures from inertial
sensor data holds great potential for a wide range of appli-
cation areas (e.g., life-logging, patient monitoring; [3], [4]).
However, at this stage, only few studies have applied deep
learning to this task, with a lack of research on the effects of
data preprocessing, sensor modalities, and sensor positions
on the performance of deep learning models. In the current
study, we set out to address this gap by clarifying the role of
these factors with a dataset of 100 participants.

In terms of data preprocessing, a combination ofmirroring,
removing gravity effects, and standardization improved
model performance (F1 = .778), while even the best-
performing smoothing (median filter, window size = 3) had
adverse effects (F1 = .776). Even though the difference
in F1 is relatively small (1F1 = .002), it is notable that
smoothing was detrimental to model performance, particu-
larly because smoothing was frequently applied to this task in
machine learning approaches before the application of deep
learning (see [4] for a review). A possible explanation for
the detrimental impact of smoothing is that deep learning
models are better able to utilize the rich information provided
in the inertial data than previous architectures. In general,
the purpose of smoothing is to remove noise associated with
short-term fluctuations in the signal data (e.g. slight wrist
tremor, technical limitations of the sensor). However, apply-
ing smoothing inevitably also removes information related to
the activity. Given that hand-to-mouth movements are a natu-
ral daily activity that is critical for human survival, individuals
without movement impairments are able to perform this task

effortlessly, leading to little noise in the data. At the same
time, the advances in sensor technology have improved sen-
sor accuracy. Against this backdrop, smoothing may do more
harm than good, and deep architectures are capable to utilize
the rich information. Following this line of thought, it would
be interesting to further explore the impact of smoothing for
populations that exhibit higher degrees of noise in intake ges-
ture movements (e.g. elderly users, small children). Also, it is
important to note that our results are based on a sampling rate
of 64 Hz and hence the results with regard to smoothing may
need to be re-evaluated in datasets with different sampling
rates.

Our results show that using the proposed target matching
technique increased model performance by 4.18% (i.e., F1
of.733 vs F1 of.778) in the proposed model. This can be
explained by the notion that with target matching, the model
learns to use the temporal context of data to predict the state
of the very target frame instead of a frame in the neighbor-
hood of the target frame. Further, in CNNs, a convolutional
layer is generally followed by a pooling layer (e.g., in the
benchmark model [5]). Widely used in the context of image
processing, pooling layers assist in (1) making the network
invariant to local translation, (2) reducing the computational
complexity by downsampling the output of the previous
layer to reduce the statistical burden on the next layer, and
(3) handling inputs of varying size [13]. However, replac-
ing pooling with a convolutional layer has shown no loss
in accuracy on image recognition tasks [33]. During net-
work design our experiments indicated that pooling layers
were not beneficial to model performance, which may be
due to lower dimensionality and higher density of inertial
data compared to image data. Similarly, there are examples
of CNN-LSTM models for wearable sensor-based activity
recognition that do not include pooling layers [18] or where a
pooling layer only comes after the first of two convolutional
layers [34].

Interestingly, despite not including pooling layers which
are known to reduce the computational complexity, the num-
ber of floating point operations (FLOPs) required to run
inference in real-time at the sensor’s sampling rate of 64 Hz
with the proposed model is within the capabilities of current
smartphone devices. Specifically, we found that our imple-
mentation of the proposed model requires 3.8 GFLOP/s,
which is higher than the benchmark model’s 0.5 GFLOP/s
but lower than the capabilities of GPUs in mobile devices
(e.g. 727 GFLOP/s for Adreno 630 [35] used in Google
Pixel 3, Nokia 9 PureView, and Sony Xperia XZ2). By pro-
cessing the inertial data on the user’s mobile phone, one could
design real-time interventions that support and encourage
individuals to maintain a healthier diet [36].

As for sensor modalities and sensor positions, this is one of
the first deep learning studies to consider inertial intake data
from both hands. Based on multiple experiments, the best
model performance was achieved by using earliest fusion
(i.e., dedicating the first CNN layer to data fusion at the frame
level). This was achieved by configuring this layer to only
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convolve data from one frame at a time. Further, the results
show that models using both hands (F1 = .778) are essential
for top model performance compared to models using the
dominant intake hand only (F1 = .654). It is important to note
that collecting data from both hands might not be feasible
in everyday environments, particularly because users tend to
only wear one smart device on their wrist. Our results show
that if data can only be collected from one hand then it is
critical to use the dominant eating hand asmodel performance
substantially drops if only the non-dominant intake hand is
available (F1 = .497). However, in more controlled settings
such as aged care, hospital, and field studies, it might be
feasible to collect data from both hands. For models with
data from both hands, using both gyroscope and accelerom-
eter data (F1 = .778) outperforms using only gyroscope
(F1 = .771) or only accelerometer data (F1 = .682).
However, using bothmodalities achieves only a 0.9% increase
in performance compared to a model using only gyroscope.
Therefore, in a limited resource environment (e.g. energy
constraints in multi-day recording settings), using only a
gyroscope may still achieve acceptable performance. One
application area of these results could be in settings with
resource constraints (e.g., extended periods of data collection
and limited energy supply in low-income countries [7]).
However, the energy saving effect of removing accelerometer
may be marginal.6

In terms of future work, it is noteworthy that deep learning
has only recently been used for food intake gesture detection
from wrist-mounted inertial sensors [4]. As a result, there is
a lack of pre-trained models in this area which limits the pos-
sibility of warm-starting (i.e., initializing the deep network
using the weights from an already trained model). To the
best of our knowledge, pre-trained deep learning models
also do not exist in the field of human activity recognition
based on inertial data from wearable sensors. This eliminates
the possibility of fine-tuning a pre-trained model. Research
using other modalities has shown that warm-starting can be
effective in improving model performance (e.g. video data
[27], [37]). Hence, the creation of pre-trained models appears
an interesting avenue for future research in this area. Another
interesting aspect of temporal data is the sampling frequency,
which varies across different inertial measurement devices.
Understanding the optimal sampling rate is important to fur-
ther improve model performance [38]. Thereby, it is impor-
tant to note though that changing the sampling frequency
inherently changes the temporal structure of the network,
which is essential to consider to allow for an adequate
model comparison. Finally, another area for future work may
be the extension of the sliding window beyond 2 seconds.

6According to the manufacturer, the energy consumption of running
the employed sensor device with only the gyroscope activated is approx-
imately 450uA, compared to 85uA when only the accelerometer is acti-
vated. However, when comparing the gyroscope used in this study with
earlier sensor generations one can observe an overall trend towards higher
energy efficiency. For instance, the data sheet for the Bosch BMI055 from
2014 reports a consumption of about 5000uA (https://bosch-sensortec.com).

Longer sequential input data may help the model to identify
eating gestures without overfitting the model. In gesture-
level intake detection (Stage 2), we followed the evaluation
scheme introduced in [6] to ensure that our approach is
comparable to the current state-of-the-are approaches. This
could be enhanced in future research to improve the model
performance. For instance, introducing a maximum proba-
bility acceptance threshold that the probabilities must drop
below between two detections may reduce false positive type
1 (FP1).
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